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1. (a) Find the equation (do not solve) for the coefficients C, D, E in
b= C + Dt + Et?,

the parabola which best fits the four points:(¢,b) = (0,0), (1,1),(1,3) and (2, 2).

Solution:
‘We have
C=0, C+D+FE=1, C+D+FE=3, C+2D+4F =2.
LY c 1
LetA: ,m: D ,b:
1 1 1 B 3
1 2 4 2

We have the system Ax = b which is inconsistent. We need to look for its least square solution
and solve the system:

AT Az = ATp,
i.e. B
4 4 6 C_’ 6
4 6 10 D = 8
6 10 18 FE 12

(b) (Fill in the blanks) In solving this problem you are projecting the vector ( b ) onto the subspace
spanned by ( the columns of A )




2. Let A= 2 -1

(a) Find orthonormal vectors eq,es and ez so that e; and es form a basis for the column space of A.

(b) Find the projection matrix P which projects onto the left nullspace of A.

Solution:
(a) Let

1 1 a 1 1
a=| 2|, b= 1|, =L = 2
—9 4 llall 3 _9

2

b 1
V=0—(elb)er, e -1 1

w8

Then ez must be in the left nullspace N (AT):
Y1
r (1 2 =2 _

= y1 = —2ys, Y2 = 2ys3, and ys is free.
= dimN(AT) =1

-2
A basis for N(AT) is: ¢ = 2 | .Then
1
. c 1 2
g= ==
lel 3\ 4
Now {e1, ez, e3} is now an ON basis for R3.
(b) We have
1 —2 4 —4 =2
P = e3(eles) 1e3=.e3e§=5 2 (-2 2 1)== -4 4 2



3.

(a) Let P; be the vector space of polynomials of degree less than or equal to 2. Suppose L : P, — R3 is the
linear transformation defined by

s p(t) € b,

Find the matrix representation of L relative to the standard bases of P, and R3.

Solution:

We know that p; = 1,py = t, p3 = t2 is the standard basis of P, and
el=(10 0),es=(0 1 0),ef=(0 0 1)
is the standard basis of R3. Then
Lipl=(1 1 1)=ei+extes, Llps]=(1 0 —1)=e1—ez, Llps]=(1 0 1)=er+tes.
Since L[p;] = Z?Zl a;;je;, where (a;;) is the matrix representation, we have

1 11
A: (aij) = 1 O 0
1 -1 1

(b) Let P be an n x n matrix satisfying P> = P and let A\ # 1 be real. Prove that the matrix: I — AP is
invertible and

A
I-\P)'=I1+-"_P
(I —AP) 1

Solution:

Consider the nullspace of I — AP: (I — AP)z =0

= APz =z. Apply P: A\P?x = Pr = APr = (A—1)Px=0= Pr =0
= x = 0. This means that the nullspace is trivial:

dimN (I — AP) = 0; I — AP is of rank n < (I — AP)~! exists. Then

A A2 AP
IT-MPYI - \P) "= -\P)[I+——-P|=1-\P— P?
(I=AP)I =AP)™ = (I =AP)[I + 175 Pl=1 AP — o= P* 4
Y 1
:I+>\P(—1_)\—1+71_)\):]

Therefore,

A
. 71: -
(I=AP)' =1+ 5P



1 0 10
0 1 01 . .
4. (a) Let A = 1 o0 -1 0 | How many of the 24 terms in detA are nonzero? Justify your answer and
0 -1 01
find detA.
Solution:

There are 4 nonzero terms in detA. These are:

+ a1 aze azz agyy = -1
— a1 aGzq a3z a2 = -1
— a3 a2 a31 Gy = -1
+ a3 azq a3z a2 = -1

= detA = —4.

(b) Prove that if B is an n x n matrix of rank n, then the adjugate matrix B,y must also have rank n.

Solution:
We have BB, = (detB)I, detB # 0.
= det(Beof) = (detB)"~1 £0
= Beos has rank n.
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L. (a) Find the equations (do not solve) for the coefficients C, D,E in:

b=C+Dt+Et? » the parabola which best fits the four points;
(t,b)=(0, 0), (1, 1), (1, 3) and 2, 2).

Q)
C =0 ' I & @Q - lj- |
s ' L1 =\ D 13|
g =1 _ x= )
C-t-i—:é‘*ZZ Lt A= N € 2.
C + -
C+1D+4€E =2 P

-~ ' ,‘\M
:L w/\aclw /3 I\u"vx <

2 it 72»( s )[(,.,\ AX

:fj /j:b" £ /oo? 7@ s feust £ e so /A2
w\J ro{\ft 724 Sa—-nlf’/»\:

4 4 6 c 6
4 6 { O S = g ‘ i
6 (v 1€ €
(b) (Fill in the blanks)
In solving this problem you are Projecting the vector: L

onto the subspace spanned by: +he ot “hans 0L AL
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11
IL Let A=| 2 -1|.
-2 4

(2) Find orthonormal vectors e;, e, and ej sothat e; and e, form a basis .

for the column space of A. .
(b) Find the projection matrix P which projects onto the left nullspace of A.

‘ l
(“)L‘% Q= 2 é:’. —l‘ el — L =’l_ 2
-2\ 4 |’ natl 3,

— 2.
g/: lg—~(€(‘l:)€} , ez-:_i.-:fés ‘)

/1611 -

ey et Lo 2 fef nullgren M CAT)

- [0 2R s o
Y2= 273

> di N(AT) = ’2] Iz 75 T

~2
c A ‘a
€3~ m{: 3 ll . éeuez, €39 13 no“’g
o bass feo T
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ML (a) Let P, be the vector space of polynomials of degree less than or equal 10 2. N

p(-1
p(t) € P,. Find the matrix representation of L relative to the standard bases

an 3.
of Ppand R TR} ndsd bas F/—/Dy_
F:=4) Fr=t, = g _ \ Ji
T - (5 o (‘g s ﬁv\ S’\’U\ o{
el=[l OO:] J €2={_—0 ] 07) 93—-{0 JARNEY V{&?

| 3
’L[—Pljzil]: Ql+el+63/ LEP']:ZO(U'G{
) d 7 =i
L[-\’z]:

L—l:'é'“el’ T
—1 A:(QE)\‘: (

Q O .

L[stzfcln}:ei'FeW -t
)

(b) Let P bean nxn matrix satisfying P2 =P and A =1 be real. Prove that the

matrix: - AP is invertible and (I1—AP)™" =1+1—%P .

Cmiidie e mnllgpise of T-aP o (TAIXEQ
> WPx=x. Bpely E: \ Ply= Px = s Px
= ()\‘l):E‘X:O = ,_Lo'x—:O = x=0Q. This Theans
hot T r\v\!/f/xu I R /{/?l‘-,\_f}:o,'
TonP s ik n> (T-nPY ! e

~—

(T-2B)(T-72) _(@-»p) [3: + %f]

- T - NPT jﬂ;\,f—l:zar,\f(:i -—(7“—‘»)
[ — A~ [ —X (P [ ~»

p(H)
Suppose L: P, — R3 is the linear transformation defined by L p®] = { p(0) }
)

~) _— N
(——-[:'“/\P) = 1 +——’(—~/\ E
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1 0 1 O
01 0 1 )

IV.(a) Let A= - Lol How many of the 24 terms in det A are nonzero?
0 -1 0 1

Justify your answer and find det A .

TA(/‘& dre 4 Nnén2e€re '%erms /A QZ(/\L A. TA@JQ

Jdre

)

U —_
+- d“ 422 0{32 /454~ (

— a ‘9(24- dz4 dgp = !
— g oy Ay Yy =
+ Lyg3 Aaq d3; G4, " — 1

5 et A= — 4

(b) Prove that if B isan n xn matrix of rank n, then the adjugate matrix B

cof
must also have rank n.
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a b c
1. (a) Let A= | d e f | and det A = —3. Find the value of the determinant:
{ g h k J
a b c
det B=| g+2a h+2b k+2c
3d 3e 3f
Solution:
a b c
det A =—| g h k| (interchanging ond apq grd rows)
d e f
a b c
——| g+2a h+2b k+2c| (adding twice the 15' row to the ond row)
d e f
a b c

1
=——|g+2a h+2b k+2c| (multiplying the 31 row by 3)
3¢ 3¢ 3f
1

Hence det B = =3 - (—3) = 9.



(b) Find the n x n determinant:

Solution:

Interchange 150 and nth rows, 2°¢ and (n — 1)t rows, in general, k2 and (n — & + 1)5t
rows to obtain the diagonal matrix

1

n—1
n

provided k <n —k+ 11ie 2k <n+ 1. If nis odd then the number s of swappings is

n+1

equal to 5= — 5

(c) Find det A,, if A, = | 1

Solution:

Subtract 1% row from 2nd’ 3rd’

Hence,

det A,, =

o O =

1 =121 TIfniseven then s = 2

_nth

n
2"

I+ Ap—1

Hence,

, i.e. all off-diagonal entries are 1.

- nxn

rows. This does not change the determinant.

0= Ap—1Gp-2 " - Q20G7.



2. Consider the following linear system:

T+ 2o+ T3 +2x4 =
T+ 4+ 23 +2T4 =
T1+ To— T3+ X4
$1+$2+$3+3ZL’4 =

|
RO TN

Use the Cramer’s rule to find z; and x4 (Hint: Part (c) of question 1 might be helpful in computa-
tions).

Solution:

By Cramer’s rule,

. det31
~ detA

e = e e B NO BTSN &) i )
— = = = = = = =
W H P P WRFR /)=

O = S N S R N

det A=(4—-1)-(-1—-1)-(3—1) = —12 by question (1c). As for det By, subtracting
first row from other rows of By we get:

2 1 11
33 00
det B, = 20 -2 0 =2-(2:(=3)+(-2)-(6-3)) = —24.
00 0 2
Hence z; = :—?‘21 = 2. Similarly,
11 1 2
det By 1114 15 0
€rT1 = = —— =
P det A 12011 -1 4
11 1 2

since first and last rows of B, are identical.



1 -1 4 -|

3. Consider A=]2 0 |jandb=|0|.
s ] ]

(a) Solve Ax = b by the method of least squares.

Solution:

Since b is not in the column space of A, there is no solution for x. Yet, there is a vector
y that minimizes the error Ay — b:

y =(ATA)'ATp
~1
_{123};_8 {123}3
-1 0 1 3 1 -1 0 1 9
/T4 27\ 10
- 2 2 —2
B 1 { 2 —2} { 10 }
o 14-2-2-2 -2 14 || -2
N
24 | —48
1
|l =2
(b) Find the projection of b onto the orthogonal complement of the column space of A.

Solution:

Note that the projection of b onto the column space of A equals Ay where vy is the vector
found in part (a). Therefore, the projection of b onto (col(A))*:

proj(col(A))lb =b— Ay

4
O|—-12 O { _12 }
2
[ 4] 3 1
AREEER
2] )
One can also use longer ways such as finding a basis for the orthogonal complement
(which is in fact the left null space of A) and projecting b onto that subspace.




1 2 -1

4. Let u = _(1) , V= _i1)> and w = :(13 . Let V = span{u, v, w} C R*.
1 2 -1

(a) Find an orthonormal basis for V.
Solution:

The dimension of V' is 2. One way to see this is to observe that w = 3u—2v. Alternatively,

one can check that the matrix [w:v:w]| has rank 2 (If you do not check this, then the
computation gets tedious). Now, it is enough to perform Gram-Schmidt process to w
and v which are linearly independent. Let g} = w. Then ||g}||* = 3. Now let:

P TN Y

q':v—qlvq/: _§ :1
2 1 1

PN .

q,
Q=7 ,7= 7= and ga = —2— = —— .
Rl \/5{—1‘ Al \/87{2‘
1

Finally define

(b) Find an orthonormal basis for the orthogonal complement V+ of V.
Solution:

Each vector of V1 is by definition orthogonal to each vector of V. In particular, a vector
xl = (x1, 29,73, 24) € V+ must be orthogonal to u and v of part (a), i.e. *’u = 0 and
xTv = 0. These give:
[ o]
10 -1 1

i) -
2 3 -1 2 {xgl_
T4

or equivalently, & must be in nul(A). Since A is row equivalent to {

Az |

10 —-11
03 10

choosing w3, x4 as free variables, one gets &’ = (x3 — x4, —3x3,x3,24). Now choose for
example z3 = 0,24 = 1 and then x3 = 1,24 = 0 to get

:{‘31 :{_}J
SR

Since y; is not orthogonal to ys, apply Gram-Schmidt process. Let g3 = y1. Then
llg}||? = 2. Now let:

so that V* = span(yy, y2).

’r _
q4_y2_q,T ,q3_

q:;Ty2 ’ -3
3 3 \‘




Finally define

-1 1
A 1 0 q, 1 —6
Qs = 5 = = and q4 = 7 = —F—
lggll  v2| 0 layll V42| 2
1 1

(c) Assume that you are given arbitrary real numbers z1, o, x3, 24. What is the length of the vector
T = 119, + T2qy + T3q5 + v4q,7 Here q4,q,,q5, q, are the vectors you found in part (a) and part
(b) (Hint: Even if you cannot solve the previous parts you can solve part (c)).

Solution:

Observe that

Ty T

. . . I2 xQ

T =214 + T2qy + T3q3 + Taqy = [q1:q2:q3:Q4] T3 =Q s
Ty Ty

Since () is an orthogonal matrix, it preserves lengths. Hence

X1

— X2
I@H—H{%

Xy

‘H=¢ﬁ+x&mﬁ+ﬁ-

The crucial remark in this part is that an orthonormal basis has basis vectors with inner
product zero between distinct pairs. If you do not explicitly state this and show how it
leads the result, you will not get more than half of the points of this part.
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1. Using the method of least squares find the straight line which fits best to the data points:
(2,1), (3,2), (4,3), (5,2).

Solution:

Let y = C' + Dt. The data points give: C'+2D =1, C +3D = 2, C +4D = 3,

1 2 1
1 3 2 C
C' + 5D = 2. Therefore A = 1 4 , b= 3 ’I:{D}
15 | 2
The least square solution is 7 = (AT A)~tATD.
r, [ 4 14 -1 L[ 54 —14 v, | 8
A fl“[ 14 54 }’ WA =51 -1 4 > AP |30

~[5]-al% 1L

Therefore the line of best fit is:

(SR [OM
|

2 3
2 04t+06
Y=gttty +

2. (a) Let L:R?* — R? be the linear transformation defined by:
L(xy,22) = (—%3,21), (21,22) € R

Prove that if A = (a;;) is the matrix representation of L with respect to any ordered basis
of RZ, then a19.A921 7& 0.

Solution:

Note that (L o L)(x1,73) = —(x1,72). Let B be a basis of R? and A = [L]p. Then
[Lo L]z = A% and L o L = —(identity transformation). Hence A% = —1I.

@11 A12 .
Let A= [ o a where a1, ai2, as1, azn € R. Then we obtain
21 022

2 2
a1 “+ aj2.091 = —1, (5% + a12.a91 = —1.

By the way contradiction assume that ajs.as; = 0. Then a2, = —1 and a3, = —1.
But this is a contradiction since ai1, ass € R. Therefore ais.as; # 0.

(b) Let a and b be arbitrary real numbers. Using Cauchy-Schwarz inequality show that

a+b2<a”+@
2 = 2

(No credit will be given to other approaches.)




Solution:

Cauchy-Schwarz inequality : |[u?v| < [Ju|| ||v]].

1| a 1
Letu—§{b}, U—{l].Then,

b 1
5 Il = 5@ +0%)z, ol = V2,

Taking the square of the Cauchy-Schwarz inequality gives
a+b\? _a+
2 - 2

3. (a) Let V be the line: @y = 2t, z9 = —t, 13 = 2t (t € R) and W = V* be the orthogonal
complement of V' in R®. Find an orthonormal basis for .

Solution:

Let (z1,79,73) € R:. W =V4 ={x € R | 221 — 2y + 223 = 0}.
1 —1

1
T =-To—a3=—a= |2 |,b= 0 is a basis for W.
2
0 1
1 _4 _4
5 3
a 1 3 v 1
eg=—=—| 2 .b’:b—(eTb)61: 2 Y] =—= = e = = — 2
all V5 | ! i V5 [[o/]] 51 ¢
3

{e1, €2} is an orthonormal basis for .

(b) Show that if A is an n x n orthogonal matrix and I + A is non-singular, then the matrix:
B = (I — A)(I + A)~! is skew-symmetric.

Solution:
A is orthogonal: AAT = ATA=1; A=t = AT,

B

BT = [T+ A [T+ = [(I+A) Y —(I+A)"'=-B.
Therefore BT = —B.



4. (a) Without using cofactor expansion show that

2

1 a a
1 b v |=(0-a)c—a)(c—0D).
1 ¢ ¢
(Show and justify all your steps)
Solution:
1 a a? 1 a a? 1 a a? 1 a a?
1L b v |=|00b—ab—a*|=0b-0a)|0 1 bta|=(0b-a)|0 1 b+a
1 ¢ ¢ 1 ¢ 2 1 ¢ 0 c—a Z—ad?
1 a a2 1 a a? 1 a a?
= (b—a)(c—a)| 0 1 b+a |=(b—a)(c—a)| 0 1 b+a |=(b—a)(c—a)(c=b)| 0O 1 b+
01 c+a 0 0 ¢—b 00 1

— (b—a)(c—a)(c—b)
Here we used:
- If a multiple of one row is added to another row, determinant is not changed.
- A common factor of a row can be taken out.
- The upper triangular matrix has unit determinant.

(b) Let A = (a;;) be a 5 x 5 matrix. Determine the sign of the term: as4a15a23a50a3; in the

determinant of A. Justify your answer.

Solution:
The term in the question is agsai5a93a50a3; which involves the permutation
o=(53,1,4,2).
5 has 4 inversions
3 has 2 i i ) ) ) .
as l.n VerSl.O 1S = The total number of inversions is 7, odd. = ¢ is odd.
1 has 0 inversion
4 has 1 inversion
Therefore the sign of this term is —.
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1. Let W be in the plane in R? defined by
201 — 1y + 4wz =0, (21,29, 23) € R?
(a) Find an orthonormal basis for W.
(b) Determine the orthonormal comlement W+ of W.

Solution:

(a)

1 -2 1 -2
2
reWsr=x| 1| +z3 O=a=|2],b= 0 | is basis for W.
0 1 0 1
Let
a T v
n=—mb0=b-(q1b0)q, @2= 57
all ' 101l
1 1 1 —8

=72 = 7= 4
V5| o 105 | 5

{q1,¢2} is an ON basis for W.Note that the answer is not unique; this just on of the
possible ON basis.

(b)

2 2
The normal twvo Wis n= | -1 | = yeWtey=c| -1 |,ceR
4 4
2
Hence Wt ={ycR3ly=c| -1 |, c€R}
4

2. (a)

Let @ be an n x n matrix. Find n if every in @) is either % or =.

3

Solution:

QQT = QTQ = I.Let x and y be two different columns

ifQ: XTX=1,XTY =0,YTY =1.X"TX =YTY =0 can
hold if n = ¢. However, XY = Z?:l iy = 0= Z?:l m; = 0 where m; = £1.



It is not possible because q is odd.Hence n does not exist.
(See problem 3.15, p.208 of the textbook)

(b)

Find the least squares solution to the inconsistent system:

1 -1 4
Ar=|1 0 {xl]: 5 =b
11 T2 9

What is the projection p of b onto space A.

Solution:
1 -1
1 11 3 0
ATA = { } 1 0] = { }
-1 0 1 1 1 0 2
The least square solution is x = (ATA)"1ATh
L0 1 11 4 10 18
v=1p 1 to 1|30 1
0 L]l-10 y 0 1] 5
H
= T = 5
2

The projection of b onto the column space of A is

p=Az=A(ATA)1ATH

1 1 ] 17

2
(see prob. 3.3.5; p.163 of the text book)

= OYNIN

3. (a)Let A : R® — R? be the linear transformation defined by

Find the matrix representation of A relative to the standard bases of R3 and R2.
Solution:

(a)

1 0 0
Lete;=|0|,ea=|11], e3= |1 |.(Standard basis of R3)
| 0 | 0 0
1] [0 . .
and ¢, = ol =111 (The matrix representation).

[A] = (ay) is defined by Ae; = 327 a;;q;



2 1 0
Aei:|:0:|:2(]1aA€2:|:1:|ZQ1+Q27A€3:|:_3:|:_3(]2'
21 0
:[A]:[O 1 _3}

(b) Suppose the permutation o takes the values from (1,2,3,4,5) to (5,4,3,2,1).
Determine whether o is an even or an odd permutation.

00 0O01
00010
P,=110 0 0 0 |, det P, =1.Hence o is an even permutation.
001 0O
01000
Alternatively,

5 has 4 inversions,

4 has 3 inversions,

1 has 0 inversions,

3 has 1 inversions,

2 has 0 inversions.

Total number of inversions: 4 + 3 + 1 = 8, .Since the total number of the inversions
are even, ¢ is an even permutation.

4. (a) The adjugate matrix A of a certain matrix A is singular or nonsingular. Justify your
answer. (det A)(det Agor) = (det A)3

2 5 3 2
det(Acof)—4’1 8‘+3‘1 1‘_44+3_47.

S0 Ay ris invertible.If A is singular, AA,,; = 0.But when A, is invertible this implies A = 0.
Hence A must be nonsingular:(det A)? = (det Agor) = 47.
= (det A) = V/4T.

Solution:

(a) AA.; = (det A)I, A is a 3 x 3 matrix.

So,

(det A)(det Acor) = (det A)?

det(Awy) =4| 2 2433 2| —aaq3-47
M Beof) =211 g 1 1|7 =2l

So Aysis invertible.If A is singular, AA.; = 0.But when A, is invertible this
implies A = 0. Hence A must be nonsingular:(det A)? = (det Acor) = 47.
= (det A) = \/47.

(b) Let B be the nx matrix in which every entry is 1. Prove that for every positive integer n,
det(B — nI) = 0, where [ is the identity matrix.

Solution:



1—n 1 . 1
det B — nl = bl=nd
1 1. 1-n
If we add all other rows to the first row of B — nl , the first row becomes a zero
row.Adding one row to another row does not change the value of the determinant.

On the other hand , i f zero matrix has a zero row, its determinant is zero. Therefore
det(B —nI) = 0.
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1. Let W be a subspace spanned by the following vectors

1 1/3
{11, 1/3 |}
1 —2/3
Find an orthonormal basis for W
Solution:
1/3
Let vy = (1| and v = [ 1/3 |.Then,
1 —2/3
1/3
vivp=(111)| 1/3 | =1/3+1/3-2/3=0
—2/3

Then, (%1 1 Va.
1 1/V/3
So, uy = uvllu =1/V3|1]=|(1/Vv3
1 1/v3

1/3 1/V/6
and uy = ||u12|| =3/v6| 1/3 | = 1/v6
—2/3 —2//6

Therefore,{uy, us} is an orthonormal basis for W.



10 0
11 0 . .
2. Let A= 11 -1 Find the QR factorization of A.
1 1 1
Solution:
] ChTOé! Q1T042 q1T063
A=QR=|q @ ¢ |= 0 QQTOQ QQTOé:a
. 0 0 ¢3az
1 0 0
where oy = } , Qg = } and az = (1)
1 1 1
Then
1 1/2
o 1] 1/2
T = 01, 1 Tzall — 1/2 1|~ 1/2
1 1/2
And,
= a0
Firs
1 1 3/4
1 olzy 1 3/4
oz =[0 1 1 1]} |=1+1+1=3=pun =3/ |= 3§4
1 1 3/4
Then
0 3/4 —3/4 —3/4 —V/3/8
|1 3/4 | 3/4 o 3/4 | | V3/8
2T T 34| 3/4 S0, @2 = iy = V3/2 3/4 || V3/8
1 3/4 3/4 3/4 V3/8
And,
_ (afz1) (af z2)
T3 = O3 = (Tl T (a2t
First,
1 1 1/2
1 ol 1 1/2
oz =[0 0 1 1]] | [=1+1=2= 0y —o/1 | | |= 1§2
1 1 1/2
and similarly,
—3/4 —3/4 -1/2
1/4 Qs T 1/2 1/4 1/6
afzy =100 1 1] 14 =1/4+1/4=1/2= sugg_w/w AR
1/4 1/4 1/6

Then,



0 1/2 127 [ 0

0 1/2 1/6 —2/3 13_
‘/’33{1]{1;2]{ 1?6] 1?3]'80’93%\/5/\/5[

1

1/2 1/6 - 1/3
1/2 —/3/8 0]
| 1/2 VB8 —2v2/3V3
TC=l e Vs V2/aE
/2 V3/8  V2/3V3 |
Next;
-
¢lon =[1/2 1/2 1/2 1/2 ] } =4/2=2
_1_
o
Gas=[1/2 1/2 1/2 1/2] } =3/2
_1_
o
glaz=[1/2 1/2 1/2 1/2 ] (1) =2/2=1
_1_
o
g as=[ —V3/8 V3/8 V3/8 3/8] 1 = 3v3/8
1
:0:
oz =[ —V3/8 VB/s V38 va/s]| ] |=2v3/8= 3/
1

GGas=[0 —2v2/3V3 V2/3V3/8 ﬁ/zaﬁ}[

o= =) O

] =2/2/3/3

0 0 2v2/3V3

Q"TQ = I because the columns of Q are orthonormal. Then

2 3/2 1
:>R[0 3v/3/8 \/3/4]

Q"A=Q"(QR)=IR=R

0
—2v/2/3V/3



3. Use determinant to decide if vy, vy, v3 are linearly independent where v =| —7 |, 3 | and
9 5
7
-7
5
1 1 11
. ) 2 -1 3 2|. . .
(b) Determine whether the matrix A = 0 1218 singular or non-singular.
0 7 3
Solution:
5 =3 7
(a) ‘Ul Vg Vs ’: -7 3 =71=0
9 5 5

So, the matrix [ V1 Uy U3 ]is not invertible. The columns are linearly dependent.

1 1 11 1 111 1 1 11 1 111
(b) A: 2 —1 3 2 —27‘14-&)—»7’2 0 —3 1 O rﬁ;; O 1 21 37"2—‘,-&)—%3 0 1 21
0 1 21 0 1 21 0 -3 10 0073
0 07 3 0O 073 0O 073 0073
1111
—7“32}—»7”4 0 1 2 1
0073
0000

So, det(A) = 0. Hence, A is singular.



-1 00
4. Let A= 1 -2 0
0 00
(a) Find the eigenvalues of A,
(b) For each eigenvalue, determine a basis for the associated eigenspace.

Solution: 1 0 0
(a)] A=A |= 1 —2-A 0 = —(14+ N2+ XN(=N) = =1+ N2\ + )\ =
0 0 =X

—2A+ AN+ 2X 24 X)) = AN+ 30 +2) = = AA+2)(A+1)0

=N =0,=—-2, \3=—-1

—1 0 0 T
For A = 0 we have Az = 0, that is, 1 —2 0 xo |=0
0O 00 Zs3
= —11=0, 1 —2x5=01iex; =215 i.e x5 =0 and x3 is free.
0
= The eigenvector for Ay isu; =| 0
1
1 00 T
For A = —2 we have Av = —2z, that is,(A+2[)z= | 1 0 0 ze |=0
0 0 2 T3
= x1 =0, x9is free and x5 = 0.
0
= The eigenvector for Ay is us =| 1
0
0 0O 1
For A = —1 we have Ax = —1x, that is,(A+x=| 1 1 0 ze |=0
0 0 1 T3
= x1 is free z; = —x9 and z3 = 0.
= The eigenvector for A3 is ug =| —1

0
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1.) Let W be the plane in R? defined by z —y + z = 0.
a) Find an orthonormal basis for .
b) Determine the orthogonal complement W+ of W.

Solution:

a)The vectors a = (1,1,0) and b = (0,1,1) form a basis for W since they are linearly
independent. To form an orthonormal basis we will use Gram-Schmidt method. As
—1/2
la|| = V2 take ¢ = (1/v/2,1//2,0). Then ¢4 =b — (¢7b)g = | 1/2
1

Hence ||¢}]| = % implies g3 = (—1/v/6,1/v6,2//6).

b)To find the orthogonal complement W+ of W it suffices to determine the Null-space of

Ao 1/vV2 1/v/2 0
-4 1% ave]

x 0
But this then gives that [1/6/5 ;?\\;_Z 2/(1/6} Z = 8 , Where x,y are basic and z
is a free variable. Solving these equations simultaneously yields y = —z and z = z. Thus
z z 1
yl = |—2| =—2|-1],
z z 1
1
and so we get that W+ = Span{ |—1|}.
1
1 -1 1
1 0 3
2.) Let A= 11 and b = 6
1 1 0

a) Find the least squares solution to Ax = b

b) Find the matrix that projects a given vector to the column space of A. Find the projection of b
onto this space.

c) Find a vector which is orthogonal to the column space of A.

Solution:

1 111
- T A _
a) Noting A" A = [_1 01 1}

—_ = = =



= [1501 we get that

bal )= 15

which yields z = 25/11 and y = 10/11.

O O W

b) The projection matrix is given by P = A(ATA)71 AT where ATA = [4 1] and hence

13
(ATA) 1= 1 _ [_31 —1} _ {3/11 —1/11} ‘

~ et ATA 4 ~1/11  4/11
Thus
9 4 -1 -1
114 3 2 2
P=til-12 5 5|
-1 2 5 5
15
25
and Pb= ﬁ 35
35
—4
c) Since b is not in the column space of A, (b — Pb) = & 381 is orthogonal to the
—35
column space of A.
1111
. r 1 11 .
3.) a) Calculate the determinant T where 7 is a real number:
ror or 1

Solution:
Note that, adding —r times the first row to others, we get

1 1 1
l—r 1—7r 1-—7r

0 1—7r 1—17r

0 0 1—r

=(1-r)>

X 3 3 =
X 3 ==
e
oo o~

1
1
L=
1

b) Using determinant find all real numbers k such that the system below has a unique solution:

r+y—z =
20+ 3y + kz =
r+ky+3z = 2



Solution:

1 1 -1
Let A= |2 3 k | be the coefficient matrix. If det A # 0 then the given system has a
1 £ 3

unique solution. By triangulating A we get

11 -1 1 1 -1 . 11 1
9 3 k| 3o lg 1 pgof| moEDrReT gy g k+2
1 k 3 0 k—1 4 00 4—(k+2)(k—1)

ro—2r1—T2

Hence det A = 4 — (k4 2)(k — 1) # 0 implies that for £ € R\ {—3,2} the system has a
unique solution.

c) Find the solution of the above system for & = 0, by finding the inverse of the coefficient matrix
via the cofactor expansion.

Solution:

11 -1
For k=0, A= |2 3 0 |, hence applying the cofactor method to the second row we
1 0 3

get,
1 —1 1 -1 11
_o(_1y2+1 242 1243 _
det A = 2(~1)*"! | 3‘+3( D 3‘+0( b 0‘ 6.
9 -3 3
Also, Acor =adjA = | -6 4 —2|. Hence, A™' = -=~adjA implies that
31 1
T 1 1
yl =A71[3] = |1/3
2 2| |1/3

4.) Let A be an n x n, invertible matrix and let adjA denote the cofactor matrix of A (also denoted
as Acof).

a) Calculate det(adjA) in terms of det A.

b) Find adj(A™!) in terms of adjA.

c) For this part let A also be an orthogonal matrix with det A = 1 and let n be an odd number.
Calculate det(A — I'), where [ is the n x n identity matrix.

Solution:

a) Recalling A™! = ﬁade, multiplying both sides with A we get, | = AA™! =
—7A(adjA) and hence

(det A)I = A(adjA)
Thus, taking the determinant of both sides yields (det A)"(det I) = det((det A)I) =
(det A)(det(adjA)) implies that

det(adjA) = (det A)" .



b) (det A)I = A(adjA) entails (det A~')] = A~'(adjA™") which then gives ——I =
A7l (adjA™Y) e,

A — .
adl det A

Also knowing adjA = A~1(det A) we get that (adjA)(adjA™!) = I; so

(adjA™!) = (adjA) ™

c) Note that
det(I — AT) = det(AT(A — 1))

= det(AT) det(A — 1)

= det(A) det(A — I) = det(A —I).
On the other hand, we have

det(I — AT) = det((I — A)")
=det(l — A)
Thus we have
det(A —TI)=det(I — A).

But det(/ —A) = det(—(A—1)) = (=1)"det(A—1). From this we see that det(A—1) =0

since n is odd.
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1. Let T : R3 — R3 be a linear transformation satisfying;

T(1,0,0) = (3 —k,—1,0)

7(0,1,0) = (—1,2 — k, —1)

T(0,0,1) = (0,—1,3 — k), where k is a real number.

What should & be so that the dimension of the range of T is 27 (15 points)

Solution:

For the matrix A = -1 2—-k -1 of the given transformation, R(T), the range of T is
0 -1 3—k
spanned by the column vectors of T. Since its dimension is 2, the column vectors are linearly depen-
dent and so det(A) = 0.
Using cofactor expansion along the first row gives
2—k -1 -1 -1
detA = (3_@’ R ’ ' ) 3_k'
= (3—k)(k*—=5k+5)—(3—k)
= (3—k)(k*—5k+4)
— B—k)k—4)(k—1)
and detA=0if k=1,3, or 4.

1
2. Let A= 0
1

)

1
1
b
a. Find b so that A has zero as an eigenvalue;(6 points)

For A = 0 to be an eigenvalue det(A — AI) = detA = 0 must hold. Expanding along the first column
we get
detA = ’ -

0
10 1

‘+’ 1‘—6—1—1—6—2—Oifb—2
b. Find the other eigenvalues and all the corresponding eigenvectors when b has the value found in
part (a) above. (15 points)

1—XA 0 1
For b =2, det(A— \I) = 0 1-X 1 =0
1 1 2=
f(1-=N[1=-XN2-N)—-1—-(1-X)=0
if (1=XA)(A=30)=X1-NA=-3)=0
So A =0,1 or 3 are eigenvalues.



For A =0:

Ty 0 1 01 Ty 0
Al zo [=]1 0[]0 1 1 o =10
xIs3 0 000 xIs3 0
if T+ T3 = 0
To + T3 = 0
if Tr1 = Ty = —T3
-1
=xz=a| —1 |,a€R a#0 (eigenvectors corresponding to A = 0).
1
For A=1:
0 01 1 0
(A—=Iz=10 0 1 Ty |=| 0 | ifas=0and z; +22 =0
111 x3 0
-1
=x=0] 1 ,b e R, b#0 (eigenvectors corresponding to A = 1).
0
For A = 3: ~
-2 0 1 1 0
(A—=31)z = 0o -2 1 To |=1] 0
1 1 -1 x3 | 0
-2 0 1 -2 0 1 [ 2, 0
if [ 0 -2 1 — 1 0 0 O xy =10
0 1 —3 0 1 —5 | [ =3 0
if —2I1 +x3 = 0

.772—%]73:0
if.ﬁl?lzél'g:.ilfg

=zxr=c ,c € R, ¢ # 0 (eigenvectors corresponding to A = 3).

— NN [

3. Decide whether the followings are TRUE or FALSE. If true prove; if false, give a counter example
or explain.(15 points)

i. For A and B be both invertible nxn matrices (A + B)™' = A~ + B~}

FALSE: For A = l é ? ], B = [ _01 _01 ], A and B are invertible since detA = detB =1 # 0

But A+ B = [ 8 8 } is not invertible since det(A + B) = 0.

So (A + B)~! is meaningless since A+B is not invertible.
ii. Transformation T : R® — R? defined by T'(z,y, 2) = (,2) is linear.

FALSE: Since T'(0,0,0) = (0,2), ie T'(0) # 0, hence T is not linear.

i



1 1
iii. The orthogonal projection of u = 1 on the subspace of R? spanned by v = | —1 | is u.
-1 0

FALSE: Since v =1 — 1+ 0 = 0 we have ulv. So the orthogonal projection of u on the subspace
of R? spanned by v (ie on v line) must be the zero vector.

4. Let A = [a;;] be an nxn matrix such that a;,, = 1,a2,,-1 =1,...,a,1 =1 and a; ; = 0 otherwise;

i. Write down the matrix A.

0o --- 1

1 e 0

ii. Evaluate the determinant of A in the case that n=7.

detA = (—=1)(=1)(—1)detl
= -1
since we exchange 11 <> 17, r9 <= g, r3 <> 75 in order to obtain the identity matrix I from A.

iii. Find a formula for the determinant of A in case that n is an arbitrary positive integer.

Consider the number of row exchanges to reduce A to L.

For n > 2, if n is even, then § row exchanges are needed. If n is odd, then ”T_l row exchanges are
needed.

If the number of row exchanges is even then detA=1. If it is odd, then detA=-1.

So for k € Z*

ifn:4kthen%z%szeven:detAzl

if n =4k + 1, then ”7_1:7k:2keven:>det14:1

if n =4k + 2, then § =2k +1 odd = detA = —1

if n = 4k + 3, then ”T_l =2k+1 odd = detA = —1

In fact, if n =0 or 1 (mod4) = detA =1 and if n =2 or 3 (mod4) = detA = —1.

z
T2
T3
Ty
a basis for W+, the orthogonal complement of W. (16 points)

5. Let W be the subspace of R* containing all vectors satisfying x1 +x9 + 23+ x4 = 0. Find

Solution:

il



—Xo — XT3 — T4 i
W ={ 2 D X9, 3,14 € R}
T3
Ty i
—1 -1 [ —1 -1 -1 -1
1 0 0 1 0 0
= §( E E 0o |= R(A), columnspaceof A = 0 1 1
0 0| |1 0 0 1
We know that R(A)*+ = N(AY.
-1 1 0 O 1 -1 0 0
AT: -1 0 1 0O (—1)7“1—>7’1,7°1+7'2—>7“2,7"1+7“3—>7"3 0O -1 1 0
-1 0 0 1 0 -1 0 1
1 -1 0 0
(—=Drg = ro,rg+1r3—1r3 | 0 1 —1 0
0O 0 -—-11
= 1 -1 0 0] |™ 0
) T . ) 0
So x = eENAHiIf [0 1 —-10 =
3 0 0 -1 1|]™ U
Ty Ty 0
if$1—$2:$2—$3:—x3+x420
if$3:$2:$1:$4
1 1
Hence N(AT) = {z, } cxy € R} = §( } )= W+,
1 1

6.

i. Find QR-~decomposition of A= , where Q is an orthogonal matrix and R is an upper

o = O
o O =
S o%

triangular matrix.(17 points)

Solution:
0 1 7

The vectorsa= | 1 [, b= | 0 |, c= 0 are linearly independent.
0 0 5

Take ¢ = a and ¢ = b, since a and b have unit lengths and a_Lb.

v



d = c—(gc)a —(a30)q
= c¢—(a'c)a — (bTc)b
_L_
vz o
L 0
L V2
0
_ - T._ 1T, _ 1
= (1) sincea’ ¢ = 0,b =
L V2
0 0
=@ =g =v2| 0 | =0
7 1
gla=1 ¢b=0 g¢fc=0
Now %Tb:l QQTC:%
Ge= s
01 - 01 0 10 (1J
Hence A= {1 0 0 |={1 0 0 Olﬁ = QR
1 1
00 7 0 01 0 0 7

ii. Find the inverse of the matrix Q found in part i) above. (4 points)

Solution:

fleT:Qflz

o = O

o O =

— O O
I
Q
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1.) [5] Find an orthonormal set of vectors qi, g2, g3 in R for which ¢y, ¢» span the column space of

1 1
1 -1
-2 —4
Solution:
1 1
vp=| 1 |,vu=[—-1]. Apply Gram-Schmidt process to vy, vs to get qi, go.
—2 —4
1 1 1 1
1 1 8 1 1
= ——uv=—0| 1] 29=0vy— (0] =|-1]l-———=1]=(-2)|7
T o] 1 NG B 2 2 — (@)@ B 6v6 | ( 3)
2 4 2
Note that zo L q;.
1 -1 ;
G2 = 7ty = ——=
EIRCAY
1 1
To find g3 first find a vector x3 which is both perpendicular to | 1 | and | 7
-2 4

Gar3=0 = a+b—2c=0

@Gr3=0 = a+Tb+4c=0

3 3

1 1
=b=—-canda=3c. Soxz=|—-1]. ¢z= T3 = —1
1 |3l V1l 1




2.) Let A be an m x n matrix.

a) [3] Prove that R(A) L N(AT), where R(A) is the range of A and N(AT) is the null space of A”.
Solution:

x € R(A) = z = Az for some z.

y € N(AT) = ATy =0.

2ty = (A2)Ty = 2T ATy = 270 = 0 = R(A) LN(AT).

b) [3] Prove that R(AT) L N(A) where R(A”) is the range of AT and N(A) is the null space of A.
Solution:

r € R(AT) = x = AT for some z.

y € N(A) = Ay = 0.

wly = (AT2)Ty = 2T (AT Ty = 2T Ay = 270 = 0 = R(AT) LN (A).

c) [3] Prove that a set of non-zero orthogonal vectors is linearly indepedent.
Solution:

@1, Qa, ..., qy : nonzero orthogonal! af ai; = 0 if i # j.

Set ciaq + coag + ... + cpay, = 0 where ¢4, ¢, ..., ¢ € R. Multiply both sides with oz;TF:

aiT[cloq + oo+ .. oy = OéZTO =0= ciaiTozi =0 = ¢; = 0 since a?ai = 0, because «;: non-zero!
= (1, Qo,...,q are linearly independent.



2 -1 0
3.) a) [5] Use the cofactor matrix toinvert | —1 2 —1 | (No partial credits, check your answer!)
0o -1 2

Solution:
ci1 =3 c2=2 c3=1
621:2 022:4 62322

31 =1 c3=2 c33=3

3 2 1
C=12 4 2
1 2 3
DetA = 2¢11 + (—1)c12 + 0ci3 = 4 (using first row)
3 2 1
AGiA=CT = |2 4 2
1 2 3
1 3 2 1
A= — AgjA==2 4 2
DetA 4 1 92 3

b) [3] How are det(2A), det(-A) and det(A?) related to det(A), when A is n x n?
Solution:

det(2A) = 2"det(A)

det(—A) = (—1)"det(A)

det(A?) = [det(A)]?



4.) a) [4] In R?, find the projection of b = (by,by) onto the column space of [ ; i }

Solution:

Column space is spanned by v = (;)

Th by + 2b
Projection onto v: P(b) = UT v = ( I—E 2) (;)
vl

b) [4] In R3, construct the matrix P which projects onto the plane z —y + z = 0.

Solution:
T 1
r—y+z=0=y=ax+z=|y| =x|1] + 2011
z 0

10
A= |1 1] Find projection onto the column space of A: P = A(ATA)~tAT
01
10
1 10 2 1 172 -1
T A _ _ T AV-1 _ +
AA_(Oll) (1)} _(1 2)(AA) _3(—1 2)

POy oy 1oy (2! 1 (2 L=
P=lt el o )lor )73l o) (7 2H)=3 ! 2]
01 12 1
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